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Introduction: Pansharpening

Goal: obtain the high resolution multispectral image (HRMS)

Inputs: the panchromatic image (PAN) and low spatial resolution
multispectral image (LRMS).

- X ∈ RH×W×S : HRMS;

- Y ∈ Rh×w×S : LRMS;

- P ∈ RH×W : PAN.
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Variational Optimization (VO) methods

Variational Model:

min
X

fspec(X ,Y) + λ1fspa(X ,P) + λ2Ψ(X ),

where λ1 and λ2 are balance hyperparameters.

- fspec : spectral fidelity

fspec =
∥∥X(3)BS− Y(3)

∥∥2
F
, (1)

where ∥·∥F is Frobenius norm, B ∈ RHW×HW and S ∈ RHW×hw denote the
spatial blurring matrix and down-sampling operator, respectively.

- fspa: spatial fidelity is critical for spatial information extraction.

- Ψ: regularization term
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Variational Optimization (VO) methods

min
X

fspe(X ,Y) + λ1fspa(X ,P) + λ2Ψ(X ),

Spatial Fidelity fspa:

There exists strong similarity between X and histogram-matched P [1, 2]

- [Fu et al. 2019]:

fspa = ∥∇X −∇P∥2F ,

where ∇ is the gradient operation.

- [Wu et al. 2024]:

fspa = ∥H(X )−H(P) + ϵ∥2F ,

where H(·) is the Framelet transformation, and ϵ is a sparse variable.

- · · ·

The above transformations are fixed.
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Variational Optimization (VO) methods

min
X

fspe(X ,Y) + λ1fspa(X ,P) + λ2Ψ(X ),

Motivation:

- The above transformation should be more flexible;

- The extended PAN P should be more accurate for HRMS X ;

- Contrain the residual between the HRMS and PAN well.
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The Proposed Spatial Fidelity

Notation △:

For A ∈ RH×W×S , A = M△N means A(i) = M(i)N(i), i = 1, 2, · · · ,S .

Figure: Slices of a 3rd-order tensor [3].
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Adaptive Domain Fidelity:

fspa = ∥W△X −W△P∥0 ,

where ∥·∥0 is the ℓ0-norm, P is iteratively updated, and W(·) is the Adaptive

transformation that satisfies W(i)TW(i) = I, i = 1, · · · ,S , and r is a fixed
parameter of the transform.

Motivation:

- The above transformation should be more flexible→ adaptive updated
transformation W

- The extended PAN P should be more accurate for HRMS X → revise P
iteratively

- Constrain the residual between the HRMS and PAN well → ℓ0-norm
constraint
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The Proposed Model

min
X

∥∥X(3)BS− Y(3)

∥∥2
F
+ λ ∥W△X −W△P∥0 , (2)

We use the ADMM [4] to solve the proposed model (2). By introducing auxiliary
variables U = X(3)B and V = W△X −W△P, the augmented Lagrangian
function concerning (2) is

L =
∥∥US− Y(3)

∥∥2
F
+

η1
2

∥∥∥∥X(3)B−U+
G1

η1

∥∥∥∥2
F

+
η2
2

∥∥∥∥W△X −W△P − V +
G2

η2

∥∥∥∥2
F

+ λ ∥V∥0 ,
(3)

where η1 and η2 are parameters, G1 ∈ RS×HW and G2 ∈ Rr×W×S are Lagrangian
multipliers.
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Solving Algorithm

W Sub-problem:

Wk+1 = argmin
W

∥∥∥∥W△(X k+1 − Pk+1)− Vk+1 +
Gk+1
2

η2

∥∥∥∥2
F

+
ρ

2

∥∥W −Wk
∥∥2
F
. (4)

Since W(i)TW(i) = I, i = 1, · · · ,S , we have

(Wk)(i) = E(i)F(i)T , i = 1, · · · ,S , (5)

where E(i)Σ(i)(F(i))T is the singular value decomposition of

(Vk+1 − Gk+1
2

η2
)(i)((Xk+1 − Pk+1)(i))T + ρ(Wk)(i) (refer to [5]).
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Solving Algorithm

V Sub-problem:

Vk+1 = argmin
V

λ ∥V∥0 +
η2
2

∥∥∥∥Wk△X k+1 −Wk△Pk − V +
Gk
2

η2

∥∥∥∥2
F

. (6)

The solution of Vk+1 is obtained by a classic iterative method (please refer to [6])

Revision of P :

Pk+1
(3) = HPk

(3), (7)

where H is obtained by

H = argmin
H

∥∥∥Xk+1
(3) −HPk

(3)

∥∥∥2
F
. (8)
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Solving Algorithm



X k+1 = argminX
η1

2

∥∥∥X(3)B−Uk +
Gk

1

η1

∥∥∥2
F

+η2

2

∥∥∥Wk△X −Wk△Pk − Vk +
Gk
2

η2

∥∥∥2
F
,

Vk+1 = argminV λ ∥V∥0
+η2

2

∥∥∥Wk△X k+1 −Wk△Pk − V +
Gk
2

η2

∥∥∥2
F
,

Uk+1 = argminU
∥∥US− Y(3)

∥∥2
F
+ η1

2

∥∥∥Xk+1
(3) B−U+

Gk
1

η1

∥∥∥2
F
,

Gk+1
1 = Gk

1 + η1(X
k+1
(3) B−Uk+1),

Gk+1
2 = Gk

2 + η2(Wk△X k+1 −Wk△Pk − Vk+1),

Pk+1
(3) = HPk

(3),

Wk+1 = argminW

∥∥∥W△T k+1 − Vk+1 +
Gk+1
2

η2

∥∥∥2
F
+ ρ

2

∥∥W −Wk
∥∥2
F
,

(9)
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Reduced-resolution Data

Visual Comparison on Reduced-resolution Dataset

RBDSD [7] Reg-FS [8] TPNN [9] CDIF [10] IMBD [11] Proposed GT

Figure: Top: Color images consisting of the 5th (R), 3rd (G), and 2nd (B) bands of the fused Tripoli dataset
(reduced resolution), generated by compared methods. Bottom: The corresponding error images, enhanced by
multiplying by a fixed number (i.e., 8).
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Reduced-resolution Data

Quantitative Comparison on Reduced-resolution Dataset

Table: Quantitative results for 42 images from Tripoli dataset. (Bold: best; Underline:
second best)

Method PSNR ↑ SSIM ↑ SAM ↓ SCC ↑ ERGAS ↓ Q8 ↑
RBDSD [7] 31.38 ± 1.66 0.889 ± 0.07 4.335 ± 1.74 0.939 ± 0.06 3.376 ± 1.49 0.897 ± 0.11

Reg-FS [8] 30.90 ± 1.63 0.876 ± 0.07 4.345 ± 1.72 0.936 ± 0.06 3.541 ± 1.45 0.886 ± 0.11

TPNN [9] 29.30 ± 1.52 0.848 ± 0.07 5.094 ± 1.68 0.925 ± 0.05 4.197 ± 1.32 0.865 ± 0.11

CDIF [10] 31.90 ± 1.57 0.890 ± 0.07 4.049 ± 1.72 0.946 ± 0.05 3.168 ± 1.41 0.904 ± 0.10

IMBD [11] 30.13 ± 1.81 0.862 ± 0.06 4.714 ± 1.71 0.930 ± 0.06 3.845 ± 1.45 0.877 ± 0.09

Proposed 32.13 ± 1.67 0.896 ± 0.06 3.972 ± 1.77 0.948 ± 0.05 3.094 ± 1.42 0.910 ± 0.10
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Full-resolution Data

Visual Comparison on Full-resolution Dataset

RBDSD [7] Reg-FS [8] TPNN [9] CDIF [10] IMBD [11] Proposed PAN

Figure: Color images consisting of the 5th (R), 3rd (G), and 2nd (B) bands of the Stockholm dataset (full
resolution), generated by compared methods.
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Full-resolution Data

Quantitative Comparison on Full-resolution Dataset

Table: Quantitative results for 8 images from Stockholm dataset. (Bold: best; Underline: second best)

Method Dλ ↓ Ds ↓ QNR ↑ Runtime (s) ↓

RBDSD [7] 0.026 ± 0.009 0.042 ± 0.011 0.933 ± 0.015 0.113 ± 0.071

Reg-FS [8] 0.059 ± 0.015 0.058 ± 0.016 0.887 ± 0.028 0.114 ± 0.008

TPNN [9] 0.033 ± 0.009 0.029 ± 0.010 0.939 ± 0.012 2.469 ± 0.483

CDIF [10] 0.034 ± 0.004 0.060 ± 0.010 0.908 ± 0.012 55.31 ± 0.740

IMBD [11] 0.019 ± 0.002 0.061 ± 0.013 0.922 ± 0.014 1.356 ± 0.014

Proposed 0.030 ± 0.007 0.031 ± 0.007 0.940 ± 0.007 24.18 ± 0.062
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